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Abstract We analyze in detail the content retrieval
process in kad. kad implements content search (publish
and retrieval) functions that use the Kademlia Distrib-
uted Hash Table for content routing. Node churn is
quite common in peer-to-peer systems and results in
information loss and stale routing table entries. To deal
with node churn, kad issues parallel route requests and
publishes multiple redundant copies of each piece of
information. We identify the key design parameters in
kad and present an analytical model to evaluate the
impact of changes in the values of these parameters
on the overall lookup latency and message overhead.
Extensive measurements of the lookup performance
using an instrumented client allow us to validate the
model. The overall lookup latency is in most cases 5 s
or larger. We elucidate the cause for such high lookup
latencies and propose an improved scheme that sig-
nificantly decreases the overall lookup latency without
increasing the overhead.
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1 Introduction

In recent years a large number of Distributed Hash
Tables (DHTs) systems, such as Chord [15], CAN [11],
or Pastry [12], has been proposed. There are mainly
two basic approaches for solving the problems related
to the search of the content: structured ones, using a
Distributed Hash Table (DHT) and unstructured ones
based on flooding or random walk. Despite the large
effort devoted to the topic, only few systems have been
successfully deployed.

In this paper we focus on the DHT adopted by
different clients that accounts for million of users:
kad, the implementation of Kademlia [9] contained
eMule [4], aMule [1], and Azureus [2]. Overnet [10]
uses Kademlia as well, but an older implementation.
We consider the functionalities related to content man-
agement: lookup for searching the target peers, content
publishing and content retrieval. Among the differ-
ent publishing schemes, kad adopts a publishing node
centric approach: the responsibility of the content and
its maintenance is with the publishing node, while the
references to it are announced and stored into the P2P
system.

A major issue in P2P networks is churn, i.e. node
arrivals and departures that make the system volatile.
In order to make the references available despite node
dynamics, a peer in kad publishes multiple copies
(replicas) of a reference by selecting different nodes
around the target, which is determined by the key of
the reference. As the time goes by, some replicas may
disappear, or new peers may arrive and take place in
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between the peers holding replicas. The actual location
of the references is then scattered: some entries in the
routing tables may be missing since the peers arrived
recently or may be stale since the peers already left
the system.

In case of content retrieval, where these references
are searched around the target where they should be
published, robust search mechanisms are necessary.

The aim of our study is to evaluate the performance
of the current implementation of content management
in kad. We identify its basic building blocks and we
analyze the interactions among them. The main contri-
bution of our work can be summarized as follows:

• We develop a qualitative analysis of the current
implementation to understand the impact of the
design parameters on the latency of the overall
content publishing/retrieval process;

• We obtain through measurements many interesting
properties of the kad P2P system, such as the prob-
ability that an entry in the routing table is stale, or
the round trip delay of the messages;

• We evaluate through measurements the key per-
formance metrics, such as overall content retrieval
latency, the number of hops needed, and message
overhead of the content retrieval process;

• We propose an alternative approach for the con-
tent retrieval process—called Integrated Content
Lookup—by strongly coupling the retrieval with
the lookup process, and we develop a qualitative
analysis of this scheme.

The analysis highlights some performance issues
with the current implementation: the decoupling of
the lookup phase and the content retrieval phase has
an adversarial impact on the performance of the re-
trieval process. These issues are addressed by the
Integrated Content Lookup scheme we propose. The
measurement-based characterization of the kad P2P
system shows that (i) a large fraction of peers in the
routing table that are stale and (ii) the empirical distri-
bution of the message delay presents a non-negligible
tail. These results should be taken into account in the
design of the content management process, since they
have a strong impact on the overall lookup delay.

The remainder of the paper in organized as follows.
In Section 2 we give some background on kad, the
architecture, the content lookup, and the content re-
trieval. In Section 3 we analyze the content retrieval
process and identify the impact of the main parameters
on the overall lookup latency. In Section 4 we present
the results of our measurements and analyze the impact
of the different parameters. We propose an improved

content retrieval procedure in Section 5. In Section 6
we discuss the related work before we conclude.

2 Content publishing and retrieval in KAD

Similar to other DHTs like Chord [15], Can [11], or
Pastry [12], each kad node has a global identifier,
referred to as kad ID, which is 128 bit long random
number generated using a cryptographic hash function.
The kad ID is generated when the client application is
started for the first time and is then permanently stored.
In kad the distance between two nodes is measured
considering their kad IDs: in particular it is calculated
as bitwise XOR, i.e. the XOR-distance d(a, b) between
nodes a and b is d(a, b) = a ⊕ b.

2.1 KAD architecture

The basic operations that each node has to perform
can be grouped into two sets: routing management and
content management. Figure 1 shows some of the basic
building blocks of the software architecture.

Routing management takes care of populating the
routing table and maintaining it. The maintenance re-
quires to update the entries—called contacts—and to
rearrange the contacts according to the distance: A peer
stores only a few contacts of peers that are far away
in the kad ID space and increasingly more contacts to
peers closer in the kad ID space. If a contact refers to
a peer that is offline, we define the contact as stale.
In order to face the problem of stale contacts due
to churn (departure of peers), kad uses redundancy,
i.e. the routing table stores more than one contact for a
given distance. The routing management is responsible
also for replying to route requests sent by other nodes
during the lookup (Section 2.2). Since in this paper we
focus on content management, we do not go into the
details of the routing procedure (the interested reader
is referred to [16]). The only information we use is the
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probability that a contact contained in the routing table
is stale: pstale.

Content management takes care of publishing the
information about the objects the peer has, as well as
retrieving the objects the peer is looking for. We sum-
marize these two operations with the term content
search, since they actually use the same procedure
(Section 2.3). In both cases the peer has a target kad
ID (of the objects it wants to publish or it wants to
retrieve) that it needs to reach. The kad ID of an object
is obtained by hashing the keywords in its filename.
Since the peer routing table does not contain the kad
ID of all peers, the peer needs to build a temporary
contact list, called candidate list or simply candidates,
which contains the contacts that are closer to the target.
The temporary list building process—called lookup—
is done iteratively with the help of the other peers.
Since the lookup process and the content search process
represent the focus of our paper, we explain them in
detail in the following sections.

2.2 Lookup

The lookup procedure is responsible for building the
candidate list with contacts that are closest to the target
kad ID, i.e. contacts with the longest common prefix
to the target. The procedure, along with the main data
structures, is summarized in Procedure Lookup.

The source peer first retrieves from its routing table
the 50 closest contacts to the destination and stores
them in the candidate list. The contacts are ordered by
their distance to the target, the closest first. The dis-
cover process is done starting from this initial candidate
list in an iterative way. The source peer sends a request
to the first α contacts (by default α = 3). The request
is called route request. The source peer remembers the
contacts to which a route request was sent. A route
request asks by default for β = 2 closer contacts con-
tained in the routing tables of the queried peers. A
timeout is associated to the lookup process. In case the
source peer does not receive any reply, it can remove
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the stale contacts from the candidate list and it can send
out new route requests.

As soon as one route response arrives, the timeout is
reset and for each of the β contacts in the response it is
checked if the contact has not already been queried and
it is not already in the candidate list. A route request is
sent if (i) the new contact is closer to the target than
the peer that provided that contact, and (ii) it is among
the α closest contacts to the target. This implies that
in the extreme case for every of the α incoming route
responses min(α, β) new route requests are sent out. If
the returned contact is not among the α closest known
contacts it is stored in the candidate list.

Figure 2 illustrates an example of the lookup process.
On the top we show the evolution of the candidate list,
where we use the flags ‘s’ and ‘r’ to record if a route
request has been sent or a route response has been
received respectively. α is set to 3 and β is set to 2.
The initial list is composed of contacts a, b, c and d.
The distance in the vertical axes indicates the XOR-
distance to the target. At the beginning, the source peer
sends a route request to the top α contacts a, b and c.
Contact c is stale and will never reply. The first response
comes from b and contains β contacts, e and f , that
the source peer does not know. The new contacts are
inserted in the candidate list: since they are closer to
the target than the other candidates, a route request is
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Fig. 2 Example of lookup (α = 3; β = 2)

sent to them. At this point the response of a arrives.
The new contacts, g and h, are inserted in the candidate
list. Since contact h is not among the top α contacts, no
route request is sent to h. After some time, the source
peer receives the response of e, but only one of the
contacts is inserted in the candidate list, since the other
one is already present in the list.

The Procedure Lookup terminates when the route
responses contain only contacts that are either already
present in the candidate list or farther away from the
target than the other top α candidates. At this point, no
new route request is sent and the list becomes stable.
The stabilization of the candidate list represents a key
point for kad. In fact, the source peer has to exhaus-
tively search for all the contacts around the target. We
show in Section 3 how the stabilization influences the
performance.

2.3 Content search

When the candidate list becomes stable, the source peer
can start the content search process. The designers of
kad decided to consider a contact sufficiently close to
the target if it shares with it at least the first 8 bits. The
space of kad IDs that satisfy this constraint is called
tolerance zone. At the time kad has been designed
probably nobody thought of having such a huge suc-
cess, with millions of users. However, today the 8 bit
tolerance zone is too big, since it contains up to 10,000
users in the evening hours [14].

Each candidate that falls in the tolerance zone can
be considered for storing or retrieving a reference. The
process is described in Procedure Content Search.

In the implementation of kad, there is no direct com-
munication between the Procedure Lookup and the
Procedure Content Search, i.e. when the candidate
list becomes stable, the Procedure Lookup does not
trigger the Procedure Content Search. The stabi-
lization of the candidate list means that in the last t
seconds no route responses are received, where t is the
timeout set to 3 s by default. This can happen for two
reasons: the closest peers to the target have been found
or the queried peers did not reply, i.e. the top α contacts
in the candidate list are stale, or overloaded, or the
messages were lost.

The solution adopted by kad to handle these two
different situations is a periodic execution of the Pro-
cedure Content Search: every second the procedure
checks if the candidate list has been stable for at least
t seconds. In this case, the procedure iterates through
the candidate list: a content request is sent if (i) a route
request was sent to the contact, (ii) the contact replied
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with a route response and (iii) the contact belongs
to the tolerance zone. The content request contains a
‘store reference’ type in case of publishing and a
‘search reference’ type in case of content retrieval
(line 13). When the procedure iterates through the can-
didate list and finds a contact that has not been queried,
it sends a (single) route request, actually restarting the
Procedure Lookup. This is useful in case the lookup
gets stuck (line 15).

When a content response is received, a counter is
incremented. In case of content publishing, the maxi-
mum value for this counter is set to 10: in order to face
churn each reference is published to 10 different peers
that belong to the tolerance zone. In case of content
retrieval, the response contains one or more objects
with the requested reference and the maximum value
for the counter is set to 300, i.e. at maximum 300 objects
that contain the reference are accepted.
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The main loop is stopped for one of the follow-
ing three reasons: either the maximum search time is
reached (lines 4–5), or there are no more contacts to
query (lines 6–7), or enough content response have
been received (lines 22–30).

3 Analysis of the content search process

The content management process in kad is divided into
two procedures—Lookup and Content Search. The
latter contains in a single module both content pub-
lishing and retrieval. Nevertheless, the aims of the two
tasks—publishing and retrieval—are completely differ-
ent. On the one hand a peer should try to publish the
different replicas as close as possible to the target: this
requires a candidate list to be stable, a result that can be
obtained with large timeouts—note that, as explained
above, a stable candidate list does not necessarily mean
that the contacts are close to the target. On the other
hand, a peer should look for the content as soon as it is
sufficiently close to the target, i.e. when it enters in the
tolerance zone: in this case a stable candidate list is not
necessary.

In this section we analyze the impact on the perfor-
mance of the content management approach adopted
by kad. The main performance metric for the content
search process is the overall lookup latency, i.e. how
long it takes to reach the target and find the con-
tent. The delay is mainly influenced by the following
parameters:

pstale probability that a contact is stale;
d round trip delay between two peers;
h number of iterations (hops) necessary to reach

the target;
α number of route requests sent initially;
β number of closer contacts asked for by a route

request;
t time waited for route response messages.

While pstale, d and h cannot be controlled by the con-
tent management process, α, β and t do depend on the
implementation.

3.1 Qualitative analysis of the latency

Lookup latency For the analysis of the delay, let
FRTT(d) be the cumulative distribution function (CDF)
of the round trip delay for the single hop (see for
instance the empirical CDF, found with measurements,

shown in Fig. 5). At the first iteration (hop and iteration
are used interchangeably) α route requests are sent. We
assume that the probability that all the α contacts are
stale, pα

stale, is negligible.
Among the initial α messages, only α(1 − pstale)

replies are received. At each response, γ = min(α, β)

messages can be possibly sent out. The maximum num-
ber of route requests at the second hop, ρ2, max, is then
α(1 − pstale)γ . In the following hop, only a fraction of
(1 − pstale) of contacts reply and each response can trig-
ger γ new requests. The maximum number of messages
at hop i, ρi, max, is

ρi, max = α
[
(1 − pstale)γ

]i (1)

and the cumulative maximum number of messages up
to hop h, ρh, max, is

ρh, max = α

h−1∑

i=0

[
(1 − pstale)γ

]i
. (2)

In practice, some contacts in the replies are already
known or they are not inserted in the top α positions
of the candidate list, so the actual total number of route
requests sent up to hop h will be ρh ≤ ρh, max. Figure 3
shows ρh, max and ρh for two settings for the parameters
α and β. The value of pstale used to compute ρh, max

and the value of ρh have been found by measurements
as will be explained in Section 4. We consider up to
three hops, since, as we will see in Section 4, more than
90% of the lookups reach the target in less than four
hops. The actual number of messages sent is close to
the maximum we computed in case of default values for
α and β (3 and 2 respectively). If we increase α and β

both to 4, we receive more duplicates or not interesting
contacts, thus the actual total number of route request
messages is far less than the maximum.
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The candidate list stabilizes only after the last re-
sponse is received, thus the stabilization time cor-
responds to the maximum round trip delay over all
the route requests that were sent. To simplify of the
analysis, we assume that all messages are sent at the
beginning.1 The CDF of the lookup delay can be found
considering that the maximum of two random variables,
which corresponds to the product of their CDFs (see
[3], Eq. 2.6), thus we obtain

Flookup(d) = FRTT(d)ρh . (3)

If we increase α, or β (or both), ρh increases, i.e. more
messages are sent. In fact with a higher degree of paral-
lelism, the number of message on the fly increases. With
a higher value of β more new contacts may come back
and correspondingly the probability that these contacts
fall in the top of the list increases. The overall effect is
that the client sent more messages. The drawback of
this approach lies in the time for the stabilization of
the candidate list. In fact the list becomes stable when
contacts received in the answers are not new. If many
messages are sent, the probability to receive a new
contact increases; this new contact can be contained in
one of the last message sent. In general, the list become
stable when all the responses are received.

This is the contrary of what one would expect—and
require during the design phase—, namely that sending
more messages should increase the chances to reach
the target faster. The key point is that the client has to
wait for all the responses, not only for the fastest ones.
With the current scheme it is not possible to reduce the
lookup latency by increasing the parameters α and β.

Content retrieval latency Once the candidate list is
stable, the lookup process terminates. At this point
the content retrieval process waits for t seconds (time-
out) before starting to send the content requests. This
adds to the overall latency t seconds, plus a random
delay uniformly distributed between zero and 1 s, due
to the periodic execution of the Procedure Content
Search. Moreover there is an additional round trip
delay due to the content request message.

Overall lookup latency In summary, the overall la-
tency of the content retrieval process is composed by
different terms. Let flookup(d) be the probability density

1This is an unrealistic assumption that provide optimistic results;
for our purpose, this coarse analysis is sufficient to understand
the impact of the parameters.
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function (PDF) of the lookup latency, i.e. the derivative
of Flookup(d) found in Eq. 3. The PDF of the overall
lookup delay, foverall(d) can be found by considering
that the sum of two random variables corresponds to
the convolution of their PDFs, denoted with the symbol
‘∗’. We obtain

foverall(d) = flookup ∗ δt ∗ Unif(0,1)(d) (4)

where δt is the Dirac’s delta function translated in t (the
timeout value) and Unif(0,1) is the PDF of a random
variable uniformly distributed between 0 and 1. For
simplicity we do not consider the additional round trip
delay due to the content request message since it can be
correlated with the lookup delay. The CDF of the over-
all lookup delay, Foverall(d), can be found by integrating
Eq. 4. Figure 4 shows the CDFs of the overall lookup
latency for different values of α and β. The input CDF
of the round trip delay, FRTT(d), and the value of ρh

have been obtained by measurements as we will explain
in Section 4. As already observed, by increasing the
design parameters α and β, the overall lookup latency
increases. The fact that the lookup process and the
content search are decoupled results in an overall delay
that is strongly dependent on the value of the timeout t.

4 Evaluation

In this section we measure the performance of the con-
tent management in kad. We first evaluate the external
factors that we cannot influence: pstale, the empirical
CDF of the round trip delay FRTT(d) and the empirical
CDF of the number of hops h. Then we study the
current implementation and the impact of of the design
parameters α, β, and t.
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4.1 Measurement tool and methodology

For our measurements we have instrumented version
2.1.3 of aMule [1] to log all the messages related to con-
tent management: route requests and route response,
as well as content search and content response. Given
a keyword, the client determines the target kad ID
and starts the Procedure Lookup and the Procedure
Content Search. For each message, we register the
time stamp, and for lookup responses we register the
contacts returned, so that we can evaluate the evolution
of the candidate list.

We have extracted 1251 keywords from movie titles
found on IMDB [17] and we use them as input for the
instrumented client. The keywords are chosen such that
the hashes of these keywords are uniformly distributed
over the hash space. As explained in Section 2.3, the
content retrieval process stops at the latest after 25 s.
This means that we can launch the lookup for a key-
word every half a minute. For a given set of values for
α, β and t one experiment where we lookup all 1251
keywords takes about 10 h.2

The metrics derived from the collected data are:

• pstale: the probability of stale contacts, found as
ratio between the number of requests sent and
responses received;

• CDF of d: empirical cumulative distribution func-
tion of the round trip delay for a single message;

• CDF of h: empirical cumulative distribution func-
tion of the number of hops necessary to reach the
target (the first peer that replied with the content);

• CDF of the overall lookup latency: empirical cumu-
lative distribution function of the delay between the
first route request sent and the first content response
received;

• Overhead: The number of route request messages
sent during a lookup process.

The initial number of route requests launched is set
to α = 3; the number of contacts contained in the route
response is set to β = 2. The timeout is equal to t = 3 s.
These are the default values in aMule [1]; we perform
a set of experiments by changing these values and we
evaluate the impact of them on the overall lookup
latency and on the overhead.

2We provide the modified files of the aMule client as well as
the list of keywords we used at http://www.eurecom.fr/∼btroup/
kadlookup/.

4.2 Basic characteristics

Staleness (pstale) The first parameter we analyze is
pstale, the probability that a contact is stale. We perform
the same set of experiments with two different access
networks and we have found a value of pstale approxi-
mately equal to 0.32. This value has a strong impact on
the performance: one third of the contacts are stale, so
a lookup process with low α may get stuck with high
probability. With the default value α = 3 this happens
with probability pα

stale = 0.03. We will see that this value
is partly responsible for the tail of the empirical CDF of
the overall lookup latency (see Fig. 8).

Round trip latency (d) The other interesting metric
that is independent from the client settings is the round
trip delay of messages. Figure 5 shows the results of
our measurements obtained using two different access
networks.

Almost 80% of the responses are received within
700 ms after the request was sent. However, the dis-
tribution has a significant tail, which impacts, as we will
see, the overall lookup latency.

Number of Hops (h) Table 1 shows the empirical
probability mass function of the number of iterations
necessary to reach the target. It is interesting to note
that at maximum 4 hops are necessary, and in more
than 90% of the cases 3 hops are sufficient. This means
that, since the kad network has more than one mil-
lion concurrent users [14], the routing tables are very
detailed (about 1,000 contacts).

Once the content is found, we can evaluate the num-
ber of bits in common between the kad ID of the
keyword we searched for and the kad ID of the contact
that replied with the content. This helps in understand-
ing how much the content is spread around the target.
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Table 1 Number of hops needed per lookup and the average
number of bits gained per hop

Hop i % of loookups terminating Bits gained
after i hops at hop i

1 1 6.13
2 55 6.02
3 37 5.24
4 7 2.30

Figure 6 shows the empirical CDF of the number of bits
in common between the replying peer and the content
hash. The wide support of the empirical CDF indicates
that many keywords can be far from the corresponding
target. In Section 4.4 we will use this observation in
order to study the impact of the timeout.

Looking deeper into the spread of the content, it is
interesting to evaluate its correlation with the popular-
ity of the keywords. In fact, if a keywork is popular (the
files that contain that keywork are highly replicated),
many peers will try to publish it; this means that many
peers build a temporary candidate list and publish using
such candidates, and the probability that these list con-
tain peers that are not very close to the target (even
if they are inside the tolerance zone) grows as more
and more publishing attempts are done. To check the
influence of the keyword popularity on the spread of
its references, we perform an exhaustive search with
our instrumented client: first the entire zone around
the searched keyword in the hash space is crawled to
learn about all peers; second all these peers are queried
for the desired content [13]. As shown in Fig. 7, rare
keywords (as “dreirad” or “fahrrad”) have more bits
in common with the peers that host them, compared to
popular keywords (as “the”, “french”, or “german”).
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The final empirical CDF shown in Fig. 6 can be
considered as the composition of the single keyword
CDFs as shown in Fig. 7, where the contribution of each
single keyword CDF depends on the popularity of the
keyword.

4.3 Impact of different degrees of parallelism α

In Fig. 8 we show the empirical CDF of the overall
lookup latency when the parameter α varies from 1 to 7
(its default value is 3). We note a significant difference
between the case α = 1 and the cases α ≥ 2, which is
due to the high value of pstale. In case of α = 1, at each
hop only one message is sent; if the contact is stale
and the message is lost, the process has to wait for
the timeout to expire. This has a strong impact on the
overall lookup latency.
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With α = 2, the probability that the top 2 contacts
are all stale decreases significantly. For instance, with
pstale = 0.32, the probability that at the first hop both
contacts are stale is p2

stale = 0.1. Therefore, the impact
of the timeout due to stale contacts on the overall look-
up latency reduces, and becomes negligible for α ≥ 3.

With α ≥ 3, the different empirical CDFs seems to
overlap. If we look in detail at the median (Table 2, with
β = 2 and t = 3), we see that, as α increases, the median
of the overall lookup latency increases. This result was
predicted by our qualitative analysis in Section 3.1 (c.f.
Fig. 4). The higher α, the more messages the source
peer sends (ρh), the longer it takes for the candidate
list to stabilize, since it is influenced by the delay of the
last received response.

As also shown in the qualitative analysis in Sec-
tion 3.1, the support of the empirical CDF starts at d =
4 s. In the best case, in fact, the candidate list stabilizes
after approximately 100 ms (each hop takes at least
40 ms, and the mean number of hops is 2.5). Once the
list is stable, the source peer has to wait for the timeout
(t = 3 s), and for the periodic execution of the Pro-
cedure Content Search (in average, 500 ms). If we
consider the application level processing delay, we
obtain almost 4 s.

As regards the overhead, Table 2 shows the average
number of route requests sent for different values of
α (left hand side of the table, with β = 2 and t = 3).
The number of messages sent increases linearly with
increasing α.

4.4 Impact of the timeout t

The default timeout t in aMule is set to 3 s. This implies
that the candidate list must be stable for 3 s before the

Table 2 The overall lookup latency and the number of route
requests sent per lookup depending on α for different configu-
rations (default alpha value in bold)

α β = 2; t = 3 β = 2; t = 0.5

Average # of Median Average # of Median
messages ρh lookup messages ρh lookup

latency latency

1 8.5 9.5 10.4 5.6
2 11.5 6.6 12.8 2.4
3 13.7 5.8 15.2 2.3
4 16.9 6.1 18.0 2.3
5 20.0 6.4 20.6 2.2
6 22.9 6.5 24.0 2.3
7 26.5 6.5 27.7 1.8
8 30.0 6.6 30.4 1.6
9 32.9 6.6 34.0 1.5
10 36.7 6.6 36.8 2.2

content can be requested. As we showed in Section 4.2
(Fig. 6), the contacts that hold the content may be
spread around the target. This means that we could
start asking for the content as soon as the lookup finds
a candidate in the tolerance zone, without waiting for
the candidate list stabilization.

One possible way to obtain the above result is to de-
crease the time the Procedure Content Search has
to wait before starting iterating through the candidate
list, i.e. we can decrease the timeout t.

As for α, also t can be changed locally at our instru-
mented client, without need to update all participants
in the network. In Fig. 9 we show the empirical CDFs
of the overall lookup latency for different timeouts for
the route request messages.

As the timeout decreases, its influence on the overall
latency becomes less significant: reducing the timeout
from the default value of 3 s to 0.5 s decreases the
median lookup latency by 60%, from 5.8 to 2.3 s. Note
that further reducing the timeout would have no effect,
since the periodic execution of the Procedure Content
Search is set to 1 s.

Similar results are obtained using a different access
network, a common ADSL line (see Fig. 10). This is
as expected, since the CDFs of the round trip delay
are almost the same for the ADSL network or the
university access (Fig. 5).

In Table 2 we show the overhead for a timeout t set
to 0.5 s (right hand side of the table). If we compare the
default case α = 3, t = 3 with the case α = 3, t = 0.5, we
see that the overhead is slightly increased: this is mainly
due to the fact that the timeout is also used to trigger
new route requests, and, if the responses to the initial
α requests arrive later than t = 0.5 s, new requests are
sent out.

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

Lookup Latency (seconds)

F
ra

ct
io

n
 o

f 
L

o
o

ku
p

s

 

 

t=0.5
t=1
t=2
t=3

Fig. 9 Empirical CDF of the overall lookup latencies as a func-
tion of the route request timeout t (α = 3;β = 2)



Peer-to-Peer Netw Appl

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

Lookup Latency (seconds)

F
ra

ct
io

n
 o

f 
L

o
o

ku
p

s

t=0.5

t=1

t=3

Fig. 10 Empirical CDF of the overall lookup latencies depend-
ing on the route request timeouts for an ADSL client. (α = 3;
β = 2; t = ∗)

In Table 3 we show the overhead and the lookup
latency for different values of the timeout t. As already
shown in Figs. 9 and 10, the lookup latency (in this case
the median) decreases significantly for decreasing t.
The interesting result is given by the average number of
messages sent: in this case we have only a slight increase
of the overheads. This means that a new design, where
the role of the timeout is revisited, may improve the
latency without affecting the overheads.

4.5 Impact of the number of contact asked for

Once observed the gain that can be obtained by elim-
inating the effect of the timeout, we want to evaluate
the impact of the parameters α and β on the overall
lookup delay. Recall that β is the number of closer
contacts that are asked for by a route request message.
Unfortunately, this parameter cannot be chosen freely
in the source code, but can be only set to 2, 4, or 11. We
performed measurements for β = 4 and varying α.

Figure 11 shows the results we obtained with dif-
ferent settings. The more messages we send, the more

Table 3 The overall lookup latencies and the number of mes-
sages sent per lookup depending on t for different configurations

t α = 3;β = 2 α = 1;β = 2

Average Median Average Median
# of lookup # of lookup
messages latency messages latency

0.5 16.2 2.3 11.4 5.5
1 15.6 3.4 10.9 5.6
2 15.2 4.9 10.2 7.8
3 14.7 5.8 9.5 9.5
4 14.7 7.4 9.1 10.9
5 14.4 8.2 8.7 12.7
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Fig. 11 Empirical CDF of the overall lookup latencies varying
α and β

the overall lookup latency is reduced. This comes at
a cost of increased overhead. For instance, for α = 5
and β = 4 the mean number of messages is equal to
29. By increasing further the values of the parameters,
we are not able to notice a significant improvement in
the empirical CDF, since the periodic execution of the
Procedure Content Search determines the overall
lookup delay.

5 Improving the content lookup

The evaluation of the impact of the timeout t on the
overall lookup latency suggests that a different ap-
proach to the content management process would bring
a substantial gain.

The idea is to differentiate the software architec-
ture according to the two different aims—publishing
or retrieval—as shown in Fig. 12. In the following, we
describe the different approaches.

Publish
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Fig. 12 Improved software architecture of KAD
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5.1 Improved content publishing

The primary aim of the content publishing is to find
the nodes as close as possible to the target: this process
requires time because the peer needs to exhaustively
search for the contacts. Only when the contact list is
stable, the peer can publish the content. This is similar
in spirit to the original design of the content lookup
process. Nevertheless, in the original design the timeout
has two different roles: a timeout occurs when (i) can-
didates do not reply or when (ii) candidates reply with
contacts that are not closer than the other candidates.
In the first case the lookup procedure may be stuck
waiting for replies, with an increasing in the delay that
is not useful for the publishing process. In the second
case, contacts that are already known is a sign of a
stable candidate list. These two meaning should be
decoupled.

Each candidate should have a flag that indicate its
status: NQ (not queried), Q (queried), R (reply re-
ceived) and T (timeout). The candidate must be nec-
essarily in one of this status. If it is a new contact, it
is inserted as NQ; if a query is sent to that contact, its
status is updated to Q and a timeout is associated to the
contact. If a reply is received, the status is updated to R,
otherwise, after the expiration of the timeout, the status
is updated to T.

At this point the lookup phase checks periodically
the status of the candidates. The list is considered stable
if, starting from the top of the list and not considering
the contacts in status T, there are at least 10 consecutive
contacts in status R. In order to avoid too long delays,
a global timeout for the lookup process is maintained,
after which the candidate list is sent to the content
publishing module (see Fig. 12) in any case.

When the timeout expires, the lookup process can
trigger new queries to contacts in the list that are in
status NQ. The role of the timeout is then only related
to stale contacts. The stabilization process results in a
list that contains with high probability the best contacts
(i.e. closer to the target) the node can reach.

5.2 Improved content retrieval

For the content retrieval, the lookup and the retrieval
should be strictly coupled: as soon as the lookup
finds a candidate in the tolerance zone, a content re-
quest should be sent. We call this approach Integrated
Content Lookup (ICL). In Section 4.4 we have shown
how to obtain a similar objective with a simple hack
of the code: by decreasing the timeout t we let the
content search process iterate though the candidate list
more frequently. The results we have obtained are pes-

simistic, since they include the delay due to the periodic
execution of the Procedure Content Search. In this
section we propose a model that shows the qualitative
performance in terms of the overall lookup latency of
ICL scheme.

We assume that the probability that all the initial α

contacts are stale, pα
stale, is negligible. Among the initial

α messages, only α(1 − pstale) replies are received. The
process continues to the next hop using the contacts
contained in the first reply. Thus, the delay of the first
hop is the minimum delay among the replies. It is
simple to show that the corresponding CDF for the first
hop is equal to (see [3], Eq. 2.8)

F1, ICL(d) = 1 − [
1 − FRTT(d)

]α(1−pstale)
. (5)

At this point we neglect the contacts contained in the
route responses that come after the first, and concen-
trate only on the β contacts we received. This simplifi-
cation ignores possible better contacts contained in the
responses of the first hop that are received later: in this
sense the analysis is conservative. We assume that the
contacts contained in the first response are placed in the
top of the candidate list (they are closer to the target
than the candidates already present). In the second hop
the process sends γ = min(α, β) new route requests.
Among them, only γ (1 − pstale) replies are received.
The CDF of the delay for the second hop is

F2, ICL(d) = 1 − [
1 − FRTT(d)

]γ (1−pstale)
. (6)

For the following hops, we have the same behavior
as for the second one. When a contact replies, the
Integrated Content Lookup process checks if it falls
in the tolerance zone and immediately send a route
request. Thus, the overall lookup latency is given by the
sum of the delay of the single hops. Let fi, ICL(d) be the
PDF of the delay for a single hop i, i.e., the derivative of
Fi, ICL(d) of Eqs. 5 and 6. The PDF of the overall lookup
latency, fICL(d), is then

fICL(d) = f1, ICL ∗ f2, ICL ∗ . . . ∗ fh, ICL(d) (7)

where the convolution is done for all the h hops. The
CDF of the overall lookup delay can be found by inte-
grating Eq. 7. Figure 13 shows the CDFs of the overall
lookup latency for different values of the parameters α

and β, with a number of hops h = 3. We consider the
input CDF of the round trip delay, FRTT(d), shown in
Section 4. The design parameters α and β now have
a significant impact on the overall lookup latency, at
a cost of increased overhead. This qualitative analysis
yields the same results as shown in the experimental
evaluation, where we studied different settings for the
parameters α, β and t (Fig. 11). It is interesting to
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Fig. 13 CDF of the overall lookup latency, FICL(d): qualitative
analysis

note that the CDF has a similar tail as we found with
measurements: this means that the tail of the input CDF
FRTT(d) has a strong impact, even for large α and β.

5.3 Additional improvements

In the analysis so far we have considered a set of
parameters—α, β and t—with fixed values. We have
shown how these values can influence the overall per-
formance considering the current adoption and char-
acteristics of the user behavior. It is clear that fixed
parameters may work in some scenarios, while they
may give poor performances in others. For instance, in
case of high churn (e.g. 50% of the contacts are stale),
asking only for β = 2 contacts could result in high delay
due to timeouts (many stale contacts are inserted in the
candidate list and can be queried).

The publishing or retrieval scheme can be further
improved if we let the design parameters to change,
i.e. if we make them adaptive to the different scenarios.
The input parameters would be the parameters that
we cannot control: the probability that entries are stale
(pstale), the round trip delay of the messages (d), and
the number of hops h necessary to reach the target.
The client can continuously monitor these parameters
and accordingly adjust the other design parameters—
α, β and t. For instance, in contexts with a low churn,
the probability that entries are stale (pstale) reduces,
and thus it is not necessary to have a large degree of
parallelism in the sent requests. In this case we may
choose α and β as functions of pstale, rather than simply
taking fixed values. The same applies for timeout t,
i.e. we may choose t as a function of d, the (estimated)
round trip delay.

These changes would make the design of the client
more flexible to the future changes of its use. For in-

stance, there are variants of the eMule client that works
only for a specific ISP [6]: the majority of the clients
have fiber connectivity and the ISP offer mainly flat
rate, thus the user behavior for this ISP is different from
a typical user behavior worldwide; in particular both
the churn and the delay are reduced. In this context,
the overheads can be reduced, yet maintaining the same
performances.

6 Related work

Stutzbach and Rejaie [16] did a detailed analysis of the
routing tables and the lookup process in kad and pro-
vide latency measurements for varying α. However the
two remaining parameter β and t are not mentioned.

Falkner et al. [5] analyzed the implementation of
kad in Azureus and measured a median of the overall
lookup latency of 127 s (more than 2 min!). The authors
explain these huge values by the fact that the routing ta-
bles of the Azureus clients contain many stale contacts
and thus timeouts occur frequently during the lookup.
We think that such an high response time is highly
incredible, if the system really suffered from such a high
response time it would be unusable. The measurement
we did on kad in aMule using the default configuration
showed a median overall lookup time of 5.8 s.

Li et al. [8] describe the lookup process in kad iden-
tifying the parameters α and β. Using the one hop
latency data obtained with the King method [7], a
simulation of the overall lookup latency was performed
with p2psim. This simulation found an average overall
lookup latency of 250 ms.

7 Conclusions

In this paper we study the content management process
of kad as implemented in aMule. We identified the
key parameters, developed an analytical model for the
lookup latency and the lookup overhead that was vali-
dated by measurements on a real client.

The measurements allowed us to:

• Characterize the external factors that influence the
performance—such as the probability that entries
in the routing tables are stale, or the round trip
delay of messages

• Evaluate the influence of the design parameters—
such as the number of requests sent initially or the
timeout—on the overall performance.

We saw that the current implementation exhibits
a poor lookup performance that can be significantly
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reduced by coupling the lookup procedure and the the
content retrieval process, while keeping the overhead
the same.

Moreover, we propose to dynamically adapt all the
design parameters, the number of parallel requests, the
number of closer contacts asked for, and the timeout,
to the measured or estimated round trip delay.

Acknowledgements The authors would like to thank Antonio
Trifilo and Emanuele Leomanni for their work on the aMule
code.

References

1. A-Mule (2009) A-Mule homepage. http://www.amule.org/
2. Azureus (2009) Azureus homepage. http://azureus.

sourceforge.net/
3. Castillo E (1988) Extreme value theory in engineering.

Academic, London
4. E-Mule (2009) E-Mule homepage. http://www.emule-

project.net/
5. Falkner J, Piatek M, John JP, Krishnamurthy A, Anderson T

(2007) Profiling a million user DHT. In: Proc of IMC
6. Fastweb (2009) Fastweb (Internet Provider) http://www.

fastweb.it/
7. Gummadi KP, Saroiu S, Gribble SD (2002) King: estimat-

ing latency between arbitrary internet end hosts. In: Proc of
internet measurement workshop

8. Li J, Stribling J, Morris R, Kaashoek M, Gil T (2005) A
performance vs. cost framework for evaluating DHT design
tradeoffs under churn. In: Proc of INFOCOM

9. Maymounkov P, Mazieres D (2002) Kademlia: a peer-to-peer
informatiion system based on the XOR metric. In: Proc of
international workshop on peer-to-peer systems (IPTPS)

10. Overnet (2009) Overnet homepage. http://www.overnet.org/
11. Ratnasamy S, Handley M, Karp R, Shenker S (2001) A scal-

able content-addressable network. In: Proc of SIGCOMM
12. Rowstron A, Druschel P (2001) Pastry: scalable, distributed

object location and routing for large-scale peer-to-peer sys-
tems. In: Proc of Middleware, Heidelberg

13. Steiner M, Effelsberg W, En-Najjary T, Biersack EW (2007)
Load reduction in the KAD peer-to-peer system. In: Fifth
international workshop on databases, information systems
and peer-to-peer computing (DBISP2P)

14. Steiner M, En-Najjary T, Biersack EW (2007) A global view
of KAD. In: Proc of IMC

15. Stoica I, Morris R, Karger D, Kaashoek M, Balakrishnan
H (2001) Chord: a scalable peer-to-peer lookup service for
internet applications. In: Proc of SIGCOMM

16. Stutzbach D, Rejaie R (2006) Improving lookup performance
over a widely-deployed DHT. In: Proc of INFOCOM

17. The Internet Movie Database (2009) The Internet Movie
Database homepage. http://www.imdb.com/

Moritz Steiner received his Dipl. Wirt. Inf. (M.S.) degree
in Computer Science and Business Administration from the
Universität Mannheim, Germany in 2005. In the context of a bi-
national doctorate, he received his Docteur (Ph.D.) degree from
Eurecom, Sophia-Antipolis, France and his Dr. rer. nat. (Ph.D.)
degree from the Universität Mannheim, Germany in 2008.

Since March 2009 he is a Member of Technical Staff at the Bell
Laboratories in NJ, USA. His research interests include measure-
ments and performance evaluation of peer-to-peer networks.

Damiano Carra received his Laurea degree in Telecommunica-
tion Engineering from Politecnico di Milano in 2000, and his
Ph.D. in Computer Science from University of Trento in 2007.
From 2000 to 2003 he worked as a technical consultant for leading
industries in Telecommunications and computer science. From
April 2007 to June 2008 he worked as research engineer at
Eurecom, Sophia-Antipolis, France. From June 2008 to Decem-
ber 2008 he worked as post-doc at INRIA Sophia Antipolis, with
project MAESTRO. Since December 2008, he is an Assistant
Professor in the Computer Science Department at University
of Verona. His research interests include modeling and perfor-
mance evaluation of peer-to-peer networks.

Ernst W. Biersack studied Computer Science at the Technische
Universität München and at the University of North Carolina
at Chapel Hill. He received his Dipl. Inf. (M.S.) and Dr. rer.
nat. (Ph.D.) degrees in Computer Science from the Technische
Universität München, Munich, Germany, and his Habilitation à
Diriger des Recherches from the University of Nice, France.

From March 1989 to February 1992 he was a Member of
Technical Staff with the Computer Communications Research
Group of Bell Communications Research, Morristown, US.

Since March 1992 he has been a Professor in Telecommunica-
tions at Institut Eurecom, in Sophia Antipolis, France. His cur-
rent Research is on Peer-to-Peer Systems, Network Tomography
of TCP Connections, and LAS Scheduling in Edge Routers.

http://www.amule.org/
http://azureus.sourceforge.net/
http://azureus.sourceforge.net/
http://www.emule-project.net/
http://www.emule-project.net/
http://www.fastweb.it/
http://www.fastweb.it/
http://www.overnet.org/
http://www.imdb.com/

	Evaluating and improving the content access in KAD
	Abstract
	Introduction
	Content publishing and retrieval in kad
	KAD architecture
	Lookup
	Content search

	Analysis of the content search process
	Qualitative analysis of the latency

	Evaluation
	Measurement tool and methodology
	Basic characteristics
	Impact of different degrees of parallelism 
	Impact of the timeout t
	Impact of the number of contact asked for

	Improving the content lookup
	Improved content publishing
	Improved content retrieval
	Additional improvements

	Related work
	Conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


